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Course Objective
The purpose of the course is to familiarize participants 
with AI and its potential applications in health and 
mental health care.

Learning Objectives
Upon completion of this course, you should be able to:

 1. Describe the historical landscape in the  
evolution of AI in health and mental  
health care.

 2. Identify the applications and uses of AI  
in health and mental health care.

 3. Assess the limitations and the barriers  
of AI in day-to-day practice for providers.

 4. Explain ethical concerns of the use of 
AI in health and mental health care.

 5. Discuss collaborations between AI  
and practitioners. 

Sections marked with this symbol include 
evidence-based practice recommen dations. 
The level of evidence and/or strength 
of recommendation, as provided by the 
evidence-based source, are also included 

so you may determine the validity or relevance of the 
information. These sections may be used in conjunction 
with the course material for better application to your 
daily practice.
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INTRODUCTION

Artificial intelligence, or AI, is an umbrella term that 
refers to a field of computer sciences that focuses on 
the use of computers, technology, and intelligence 
systems to simulate human thinking activities and 
execute human-level problem-solving [1; 2]. AI has 
been employed to improve diagnosis, facilitate and 
expedite the discovery of new drugs, organize and 
manage healthcare data, and perform surgery [3]. 
In the area of mental health care, AI can be used 
to enhance the patient experience by automating 
schedule reminders, sending out personalized health 
tips and recommendations, offering chatbots and 
virtual assistants to talk to individuals who may be 
in distress or in crisis, and performing risk assess-
ments [3; 4]. 

Despite AI’s growth, many health and mental health 
professionals are not familiar with AI applications 
and how they can be specifically integrated and 
applied in their day-to-day practices. Furthermore, 
it is often viewed with ambivalence. 

The goal of the course is to provide health and 
mental healthcare professionals a basic overview of 
artificial intelligence and its current applications in 
the health mental health sectors. A discussion of the 
facilitators and barriers to its use will be presented. 
In addition, the array of limitations and challenges 
presented by AI technology will be explored. 

AN OVERVIEW OF  
ARTIFICIAL INTELLIGENCE (AI)

DEFINITION

As noted, AI is an umbrella term that generally 
refers to the use of computers, technology, and intel-
ligence systems to perform tasks that typically require 
human intelligence, such as learning, problem-
solving, and decision-making [1; 2; 5]. AI technology 
gives computers cognitive abilities to complete tasks 
that humans generally perform, such as perceiving, 
learning, recognizing, predicting, and generating 
rules [6]. For example, when the AI application 
ChatGPT is provided with a prompt (i.e., “Outline 
the differences between ice cream and sorbet”), it will 
generate the outline based on research conducted via 
Internet search. It can also help authors with their 
writing tone. For example, an author can upload 
several paragraphs to ChatGPT, which can then 
edit the paragraphs so that they sound less technical 
and more informal and humorous. Voice-activated 
searches on smartphones are also an example AI—a 
search task that once required human performance 
but now can be conducted via technology that is 
activating via voice. It is estimated that half of cell 
phone users use voice-activated searches daily [7]. 
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MARKET OVERVIEW

The AI market is projected to grow to $407 billion 
by 2027, a huge increase compared with the $86 
billion revenue reported in 2022 [7]. In 2024, it 
was estimated that AI in the healthcare market was 
worth $14.9 billion; by 2030, it is projected to grow 
to $164 billion [8]. In 2020, 90% of healthcare 
organizations indicated they use AI for automation 
[9]. In the area of mental health, the growth of AI 
is also expected to increase rapidly. In 2023, in the 
United States, mental health app market revenue 
was estimated to be $5.72 billion, with a projected 
growth to $16.5 billion by 2030 [10]. It is expected 
that hospitals and clinics will be the largest users of 
AI in the mental health market, primarily driven 
by the prevalence rates of mental health conditions 
and the need for diagnoses and treatments [11]. As 
of 2024, North America is the dominant player in 
the global AI market [11].

HISTORICAL EVOLUTION OF AI USE

On the surface, it seems as if AI recently emerged 
in the health and mental health care, but this is not 
true. In the 1950s, Alan Turing developed a test for 
intelligence in a computer, requiring that a human 
should be unable to distinguish the machine from 
another human by using the replies to questions put 
to both [12]. This has become known as the Turing 
test [13]. In 1951, Christopher Strachey developed 
the first AI program, and at that same time, it was 
John McCarthy who then employed the term arti-
ficial intelligence to refer to the use of science and 
engineering to make machines intelligent [13; 14]. In 
1956, McCarthy organized the Summer Dartmouth 
Conference on AI, which drew leading scientists, 
researchers, mathematicians, and engineers to start 
a dialogue about AI and its practical uses. Some 
say that this conference laid the foundation to the 
inception of AI [12]. In terms of initial applications 
of AI, the first industrial robot appeared in General 
Motor’s assembly line in 1961, and three years later, 
the first chatbot by the name of ELIZA emerged on 

the scene, which was developed by Joseph Weizen-
baum at MIT [13]. ELIZA followed the tenets of 
Carl Roger’s person-centered therapy, which would 
rephrase and repeat in order to mimic a human con-
versation [15]. Over the years, there were other chat-
bots, including A.L.I.C.E. and Apple’s Siri, which 
laid the foundation for AI personal assistants [15].

Many historians have labeled the 30-year time period 
between 1970 and 2000 as the AI winter, because it 
was a time of fewer AI developments [13]. The first 
AI winter was in the late 1970s, during which time 
many doubted the practical uses of AI. The second 
AI winter occurred during the late 1980s into the 
early 1990s, when there was an AI lag prompted 
by the financial cost of AI development and main-
tenance of expert digital databases [13]. However, 
there were still some noteworthy developments. 
Deep Blue, a chess-playing computer, played against 
the world champion in chess in 1997 and won [16]. 
In 2011, Watson, another computer, won a Jeopardy 
gam played against the two leading rival players [16]. 

Between 2010 and 2020, electronic health records 
and large-scale healthcare databases became more 
prominent, and the question of how to leverage AI 
with health data emerged. In 2000, the da Vinci 
Surgical System was introduced as the first robotic 
surgical platform approved by the FDA [17]. As 
noted, Apple introduced Siri, a virtual assistant, into 
iPhones in 2011, and then in 2014, Alexa, another 
virtual assistant was released by Amazon [13]. Today, 
ChatGPT and Copilot are used in many arenas, 
and this has led to the surfacing of many potential 
implications and ethical conflicts associated with AI 
use in various fields/disciplines, including in health 
and mental health care. One of the main concerns 
is that many AI applications (e.g., ChatGPT) are not 
Health Insurance Portability and Accountability 
Act (HIPAA) compliant and content shared with 
AI applications is generally added to the associated 
database and shared. 
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ATTITUDES TOWARD AI

Overall, AI is viewed with ambivalence and concern. 
A bit more than half of Americans are concerned 
about the use of AI in day-to-day life; only 10% 
express more excitement than concern, and 36% are 
ambivalent [18]. As of 2023, an estimated 58% of 
adults in the United States had heard of ChatGPT 
while 42% were not familiar at all [18]. Pew Research 
conducted a survey about the public’s attitudes and 
knowledge of AI in 2022 and 2023. Those who had 
heard about AI in 2022 were 16 points more likely 
to express more concern than excitement over AI 
one year later [19]. Another survey conducted in the 
United Kingdom found that twice as many of those 
surveyed thought that AI would bring more benefits 
than risks (28% vs. 14%). Almost 33% believed it 
would have a positive impact in the area of health 
care [20]. In a separate survey study with 427 U.S. 
participants, respondents were concerned that AI 
proliferation would result in loss of human contact 
and personal interactions with healthcare providers, 
with clinicians ending up as passive decision-makers 
[21]. 

In general, it appears that many health and mental 
health professionals are not familiar with AI, are 
distrustful of AI, and perhaps even skeptical in its 
application in health and mental health care. Else-
vier, a leading academic publishing company, con-
ducted a global online survey with a sample of 1,999 
respondents comprised of clinicians and researchers 
from 123 countries [22]. This study found that 54% 
of respondents had used AI, and 31% had utilized it 
for work. Slightly more (39%) respondents in China 
are using AI applications compared to the United 
States (30%) or India (22%) [22]. When asked to 
identify an AI product, ChatGPT was the most 
frequently cited [22]. In a 2024 national Chinese 
study involving 1,243 nursing students, nursing pro-
fessionals, and other healthcare professionals, 57% 
reported very little knowledge about AI and almost 
66% indicated that they were not familiar with the 

role of AI in nursing [2]. Almost all (95%) believed 
that there could be imminent concerns with AI in 
health care and that more work will be needed in 
the area of ethics in AI in health care. 

Most individuals as well as health and mental health 
providers prefer to have a human provider, even 
when they were told that the AI could perform the 
same task better or more accurately. While many 
professionals appreciate the benefits of AI, they 
believe it should be used as a supplement to a human 
provider [23]. Overall, while there is a good amount 
of empirical research on the role of AI in health care 
and medicine, much of the work is descriptive and 
experimental [24]. In a bibliometric analysis of 100 
of the most commonly cited articles about AI in 
medicine, researcher found that the majority were 
published after 2000 and that oncology appears to 
be at the forefront in implementing AI in practice, 
with cardiovascular medicine lagging [25]. 

BENEFITS OF AI IN HEALTH  
AND MENTAL HEALTH CARE 

Many have posited that AI will revolutionize the 
health and mental health fields, offering multiple 
benefits. Its potential benefits are briefly summarized 
here; however, specific applications will be discussed 
in the next section, which will further illustrate AI’s 
practical uses. 

INCREASE SERVICE ACCESS

AI-based health and mental health delivery of ser-
vices can promote equity and justice, particularly 
for those underserved and marginalized populations 
that may not have easy access to services. These 
technologies could enhance remote monitoring 
and the provision of telehealth and mental health 
services [26]. Some have argued that AI could play 
a role in democratizing health and mental health 
disparities, reducing long wait lists, costs, and other 
systemic barriers [27].
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ENHANCED DIAGNOSTIC ACCURACY

AI has been found to increase the accuracy of detec-
tion and identification of various conditions, which 
can then facilitate improved prevention or early 
intervention efforts [23].

PERSONALIZED  
TREATMENT AND SUPPORT

AI can tailor treatments and interventions to indi-
vidual patients’/clients’ needs based on the synthesis 
of clinical data, history, and demographics [14]. 
Individuals can also receive personalized reminders 
and support to assist in treatment adherence.

PROMOTE PUBLIC  
HEALTH SURVEILLANCE

AI can rapidly aggregate, synthesize, and analyze 
large public health datasets to track and predict 
health and mental health trends. This can be used 
to guide decisions related to public health policy 
and prevention efforts [14].

INCREASE EFFICIENCY  
AND PRODUCTIVITY

AI platforms can automate and streamline clinical 
day-to-day administrative tasks, reducing costs and 
time burdens [28].

IMPROVED DATA ANALYSIS

AI platforms can also rapidly aggregate large volumes 
of data from multiple datasets. This can be used to 
identify patterns and obtain the most up-to-date best 
evidence recommendations quickly and implement 
these approaches into practice [4; 29].

APPLICATIONS OF AI IN HEALTH 
AND MENTAL HEALTH CARE

In 2020, 90% of healthcare organizations indi-
cated they use AI for automation; this has likely 
increased in the years since [9]. As noted, AI has 
been employed to improve diagnosis, facilitate and 
expedite the discovery of new drugs, organize and 
manage healthcare data, and perform surgery [3]. 
The consensus is that AI applications have potential 
to improve health and mental healthcare delivery, 
reduce costs, and enhance efficiency and possibly 
efficacy from the diagnosis to treatment/interven-
tion stages. This section will explore a few examples. 
When specific AI applications are mentioned, these 
examples are merely used as illustrative purposes and 
does not indicate endorsement. 

ASSESSING, DIAGNOSING,  
AND INTERPRETING IMAGES 

AI has been used to assess, diagnose, and interpret 
health and mental health conditions via a variety of 
methods, but perhaps the most obvious is through 
the analysis of imaging. AI applications can analyze 
images such as x-rays, computed tomography (CT) 
scans, and magnetic resonance imaging (MRI) 
to detect abnormal patterns. This approach can 
decrease human error and make more accurate diag-
noses. For example, in a dataset of mammograms, 
an AI system was able to interpret the mammograms 
and make diagnoses of breast cancer, with a reduc-
tion in false positives of 5.7% and of false negatives 
of 9.4% [14]. In this case, the AI system was more 
sensitive and accurate compared to the radiologists 
(90% vs. 78% accuracy rates, respectively) [14]. In 
a systematic review and meta-analysis, researchers 
concluded that AI demonstrated a high level of 
accuracy in detecting lung cancer, which has positive 
implications for early diagnosis [30]. AI platforms 
can also assist with the differential diagnosis of cer-
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tain disorders that present similar clinical symptoms, 
such as types of dementia or depression. AI systems 
can help to differentiate between these disorders by 
examining brain imaging and structural MRI scans 
[31]. Ultimately, accurate diagnosis is the lynchpin 
to effective treatment planning, and the use of 
AI technology to improve diagnosis is an exciting 
advancement on this front. 

Voice data can be analyzed using AI technology to 
examine for volume, tone, breathing patterns, and 
vocal cord vibrations to assess and screen for type 2 
diabetes, stroke, Parkinson disease, depression, post-
traumatic stress disorder (PTSD), schizophrenia, 
heart conditions, larynx cancer, speech disorders, 
and autism [32]. In these cases, the human voice can 
be a digital biomarker to detect disorders that can 
affect the voice. In one systematic literature review 
involving 145 studies, Parkinson disease was the 
most common condition that used voice data as 
a digital biomarker [33]. However, the researchers 
found that the studies included in their review had 
limited and unbalanced data sets and focused pri-
marily on diagnostic detection versus longitudinal 
monitoring [33]. 

AI-integrated virtual realities can mimic real life and 
provide health and mental health practitioners an 
opportunity to virtually assess patients/clients for 
various health and mental health conditions. When 
patients/clients enter the virtual environment, they 
respond and behave to stimuli as if in real life, and 
practitioners can observe and measure for physi-
ological changes and symptoms, such as anxiety, 
fear, paranoia, and other emotional reactions [34]. 

AI-trained chatbots can perform triage to assess if 
certain symptoms and/or the severity of symptoms 
warrant emergent care. The chatbot can determine 
if the patient must see a professional and book an 
appointment [35]. 

Risk assessments are critical in health and men-
tal health systems, and AI technologies are being 
employed in this arena as well. The Mayo Clinic 
has developed an AI model that can detect patients 
with a weak heart pump where no symptoms were 
present. The AI model can detect risk of stroke or 
myocardial infarction for patients in the years to 
come [36].

PREDICTIVE ANALYSIS

Clinical prediction and analysis integrated with 
AI algorithms can rapidly analyze data in order to 
identify patterns and correlations with precision 
and accuracy [37]. As a result, it can predict patient 
readmission, relapse, and/or complications risks. 
AI algorithms are able to analyze medical history, 
demographic, patient/client records and charts, and 
lifestyle information to predict health and mental 
health problems with some precision [14]. This 
technology can forecast disease and psychosocial 
problems and identify at-risk populations to inform 
public health surveillance initiatives [37]. One 
example is UCLA’s California Policy Lab, where 
researchers aggregated data from 90,000 individu-
als who were users of various social services. Their 
AI algorithm was able to predict who might end up 
unhoused [38]. 

AI has also been used to analyze content from social 
media posts, blogs, online forums, and other online 
forums to assess mental health public sentiment and 
trends [39]. At the University of Denver, School 
of Social Work, an AI algorithm was developed to 
predict substance use disorder by analyzing Facebook 
posts. The algorithm was 80% accurate in predicting 
substance use, compared with 30% accuracy using 
traditional statistical models [40].
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Personal sensing, defined as collecting and analyzing 
data from sensors embedded in the context of daily 
life with the aim of identifying human behaviors, 
thoughts, feelings, and traits, often with the aid of 
AI, has the potential to predict, measure, and moni-
tor individuals’ mental health [41]. For example, AI 
technology can evaluate content from social media 
posts and data from smart watches, smartphones, 
and other wearable health devices to identify behav-
ioral patterns and changes and correlate them with 
specific health and mental health conditions [35; 
41]. Natural language processing algorithms can 
monitor conversations from texts messages, emails, 
and social media posts to identify key words and 
changes in language semantics and syntax (e.g., 
length of messages, longer intervals between texts, 
posts, or calls) that might indicate an increased risk 
of depression, suicide, or anxiety [35; 41]. 

TREATMENT AND  
INTERVENTION PLANNING

Today, AI is widely used for the delivery of care and 
treatment/intervention planning. For example, 
AI is incorporated with robotic systems to work 
alongside surgeons performing complicated surgical 
procedures. The Da Vinci Surgical System provides 
real-time guidance to surgeons to increase accuracy 
and precision in cardiac, gynecological, pediatric, 
urologic, and general surgeries [17]. As of 2025, 
approximately 75% of prostate cancer surgeries are 
performed using the da Vinci system. 

Robots have also been utilized to assist patients 
requiring rehabilitation, given the rising costs hiring 
a professional caregiver to help with activities of daily 
living for patients with dementia or recovering from 
stroke or other health conditions [42]. Because of 
their memory loss, patients with Alzheimer disease 
or other dementias are at increased risk of malnutri-
tion and dehydration. With the help of AI-driven 
robots, caregivers can monitor patients’ behaviors in 
real time and generate audio reminders [42]. 

Virtual reality interventions using AI platforms have 
been used in both the mental health and physical 
rehabilitation fields. Immersive body system feed-
back powered by AI can provide a tracking system 
for movements and engage patients in physical 
activity [42]. Personalization is often key to physi-
cal therapy planning, and these tools allow patients 
to receive real-time guidance, education, resources, 
and support. Furthermore, patients who may have 
limited access to services due to geographic or trans-
portation constraints can use these interventions in 
their home. 

AI can be used to predict the treatments or interven-
tions that are likely to be successful for an individual 
by analyzing available data, circumstances, clinical 
history, and treatment context [23]. AI algorithms 
can provide risk estimates for each treatment option 
and, based on decision models, offer recommenda-
tions for the most appropriate approach to treatment 
for the specific patient [43]. As discussed, chatbots 
are able to collect patient/client data and assess 
symptoms and then synthesize this data to recom-
mend treatment and interventions. If a patient 
presents an imminent safety risk, the chatbot can 
notify a health or mental health professional for 
immediate intervention [4]. The AI-driven small 
data platform CURATE.AI is one example of an 
AI system that evaluates individual patient data and 
to customize dose recommendations [44; 45]. These 
tools do not remove final decision-making from 
the clinician, but acts as a tool and supplement to 
traditional practice [45].

Mental health digital apps supported by AI-auto-
mated conversational agents can provide emotional 
support and psychoeducation, with immediate real-
time interaction for individuals who may be fearful, 
embarrassed, and/or reluctant to speak to a real-life 
counselor or therapist [46]. One example is Youper, 
an AI-driven app developed by a psychiatrist that 
uses a decision tree for each user and chatbots to pro-
vide emotional support using cognitive-behavioral 
therapy techniques to manage depression, anxiety, 
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and other emotional issues [47; 48]. Woebot is 
another example of an AI-powered app that delivers 
cognitive-behavioral counseling thorough AI conver-
sations using a chatbot. It can track mood patterns 
by analyzing voice tones and tailoring interaction to 
the client [47]. Woebot has also been adapted for 
use in the management of substance use disorders 
by adding components of motivational interviewing, 
dialectical behavioral therapy, psychoeducation, and 
craving and pain monitoring [46]. Woebot has been 
examined for preliminary feasibility, efficacy, and 
acceptability [46]. Using a pre -and post-test design 
with 101 users with an average age of 38 years, 
researchers found confidence to resist substances 
increased and cravings, past-month substance use, 
and anxiety decreased in Woebot users compared 
with usual care. 

Practitioners can incorporate AI-facilitated treat-
ments, interventions, and therapies to supple-
ment traditional treatments/interventions. These 
AI-driven treatments have been defined as being 
“digital and fully automated,” with the use of a 
conversational interface, real-time, and personalized, 
and tailored to an individual’s need [48]. It is critical 
to emphasize that AI is not a substitute for a practi-
tioner’s expertise, skills, and clinical judgment [42].

PROMOTE PATIENT  
MONITORING AND SUPPORT 

Chatbots, virtual assistants, and assistive robots can 
also be used to enhance the patient/client experi-
ence by automating schedule reminders, sending out 
personalized health tips and recommendations, and 
monitoring progress and treatment response and 
adherence [3; 4; 5]. Virtual assistants can assume 
some of the administrative responsibilities of 
healthcare providers by reminding patients of their 
appointments and their treatment plan as well as 
collecting patient information to monitor progress 
and sending the progress check in reports their 
provider(s) [14]. Assistive robots can serve as helpers 
and companions to certain populations, particularly 
those who have limited mobility or disabilities who 

might benefit from increased companionship and 
support to reduce loneliness [35]. For example, pet 
bots have been created with sensors to respond to 
touch, sounds, and visual cues [35].

AUTOMATING OF CLINICAL PROCESSES

As noted, AI platforms can be used to reduce the 
burden of daily administrative procedures, such as 
billing, authorizations, and charting [23]. Informa-
tion from provider notes can be extracted in order 
to assign medical codes for billing, authorization 
approvals, and insurance claim processing [28; 35]. 
Other administrative tasks that AI may help to can 
automate and streamline include [28]: 

• Scheduling appointments

• Managing by organizing, categorizing, and 
processing patient records and documents

• Billing

• Sending reminders and communications

• Improving data security and compliance 
by monitoring data breaches and reviewing 
administrative process to ensure compliance 
with regulations and laws

ANALYSIS OF DATA AND  
EVIDENCE-BASED LITERATURE

AI applications are able to aggregate, analyze, and 
interpret large amounts of data and literature to offer 
evidence-based recommendations [4; 12]. Because it 
can be challenging for practitioners to sift through 
and aggregate, synthesize, and analyze multiple and 
large data sources, AI technology can be used to rap-
idly retrieve clinical literature and information from 
different sources in order to recommend treatment 
or diagnostic approaches [14]. AI applications are 
able to graph information from multiple databases 
quickly, which can give practitioners an accurate 
overview of the available knowledge base [49]. AI 
can even conduct social network analyses to iden-
tify a patient’s social support network, allowing the 
practitioner to assess and determine how to use or 
enhance this social support system [49].
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EDUCATION AND TRAINING 

AI has potential application in the education of both 
patients/clients and practitioners. Using chatbots 
other AI assistants, health- and/or mental health-
related materials can be generated and easily dissemi-
nated for patient education, disease prevention, and 
awareness building. Chatbots can be programmed 
to answer patients’/clients’ questions quickly, and 
in certain circumstances, individuals may feel less 
embarrassed to seek guidance for certain conditions 
that may be perceived as stigmatizing [4; 14].

Education, training, and continuing education can 
be enhanced using AI platforms. Consider new 
medical students who can practice certain clinical 
skills with AI avatars in real-life simulated situations, 
or mental health counselor trainees practicing assess-
ment and rapport-building skills with virtual clients 
[35]. A systematic review examined the role of AI 
in medical education, including potential strengths 
and limitations [50]. Researchers analyzed articles 
published between 2017 and 2022, and a total of 
25 articles met the inclusion criteria. Overall, cur-
rent application of AI in medical education was 
focused primarily on specialty training and continu-
ing education. AI application has been employed 
in radiology, surgery, cardiology, diagnostics, and 
dentistry. Accreditation standards have generally not 
yet addressed the appropriate use of AI applications, 
and more empirical research is needed to examine 
its effectiveness [50]. 

BARRIERS, LIMITATIONS,  
AND ETHICAL CONSTRAINTS 

Although there are clear promises of AI applications, 
many have expressed concerns about the use of AI 
in health and mental healthcare service delivery. 

PRIVACY, SECURITY, AND 
CONFIDENTIALITY ISSUES 

Health and mental health data are sensitive, and 
there are concerns about how secure data are 
when using AI-driven platforms. One of the main 
questions is the extent to which are there risks of 
breaches of security, compromising privacy and 
confidentiality [4]. Patients’/clients’ health records, 
therapy/counseling session notes, clinical histories, 
and behavioral data are required to comply with 
HIPAA regulations in order to ensure patient/cli-
ent confidentiality [51]. In datasets, patient data are 
required to be de-identified; however, sophisticated 
algorithms are able to re-identify the data [52]. In 
one study, an algorithm was able to re-identify data 
from 85% of adults and 70% of children in a physi-
cal activity cohort study [53]. 

Informed Consent 

At the heart of informed consent and client auton-
omy is the ability of clinicians to provide sufficient 
and understandable information to allow individu-
als to make an informed decision about their care. 
Patients/clients should be informed about the 
potential risks and benefits of AI in the delivery of 
their care. For example, AI algorithms can generate 
or perpetuate biases, create hallucinations (inac-
curacies when the AI misperceives patterns), and 
introduce cyber-risks (e.g., data breaches) [54; 55; 
56]. When a practitioner has employed AI for clini-
cal decision-making without oversight, the patient/
client should be made aware of this [56]. Further-
more, they should understand how their clinical/
medical/behavioral data may be used beyond their 
clinical treatment planning [4; 56]. 
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PERPETUATING BIAS 

AI algorithms are trained on existing datasets, and 
the validity and reliability of the original data are 
influenced by the original data collection procedures 
[57]. If the original data are not representative of 
certain demographic groups and if it ultimately 
makes inaccurate predictions, health and mental 
health disparities, biases, and inequities can be 
perpetuated [4; 23; 58]. This is known as algorith-
mic bias, which has been defined as, “the instances 
when the application of an algorithm compounds 
existing inequities in socioeconomic status, race, 
ethnic background, religion, gender, disability, or 
sexual orientation to amplify them and adversely 
impact inequities in health systems” [59]. Some have 
advocated for rigorous peer review feedback of AI 
algorithms to help counteract this potential problem 
[55]. The following strategies have been proposed to 
address algorithmic bias [60]: 

• Including experts who are diversely 
represented to review AI algorithms

• Employing methods to manage situations 
in which there is not enough available 
information

• Introducing algorithms gradually in order  
to test their outcomes

• Creating mechanisms to collect feedback 

LESS THAN OPTIMAL SOLUTION  
TO REDUCING DISPARITIES 

Although AI has been proposed as a potential solu-
tion to reduce or mitigate health and mental health 
disparities, this may be an oversimplistic view. Many 
macro systemic factors will continue to exist and 
will exacerbate issues related to the digital divide, 
which continues to affect the general utilization 
of AI [27]. As of 2024, 80% of U.S. adults had 
broadband Internet access at home. However, there 
are significant differences in among racial/ethnic 
groups. While 83% of White American and 84% 
of Asian American adults have home broadband 
access, this reduces to 68% for Black adults and 
75% for Hispanic adults [61]. It is plausible that AI 
will actually increase the disparities because the user 
demographics will be reflected back to users [27]. 

LACK OF TRANSPARENCY, 
ACCOUNTABILITY, AND  
POLICIES/REGULATIONS

AI algorithms have been compared to black boxes, 
because it is not always clear how the algorithm 
was designed, developed, tested, and validated 
[58]. Private commercial companies are often wary 
of releasing too much information or risking their 
intellectual property [62]. This is counter to the 
transparency regarding the validity and reliability 
and safety and risks of AI-derived clinical informa-
tion health and mental health professionals require 
in order to make sound clinical decisions for their 
patients/clients. Similarly, patients/clients should 
understand the nature of the information in order 
to make informed decisions about their care [58]. In 
a 2024 study assessing public documentation on 14 
AI-based radiology products, researchers employed 
a self-designed instrument to measure the trans-
parency of the AI products in different domains, 
including ethics, safety and risks, training of the AI 
algorithm, and performance limitations [58]. Over-
all, they found very little publicly available informa-
tion about the products, particularly on safety and 
risks. Most of the products did not disclose how the 
AI was trained to evaluate for algorithmic biases. 
Unfortunately, because AI technology has grown 
and changed so rapidly, regulations and policies 
have not kept pace. 

RISKS/SAFETY, PROFESSIONAL  
LIABILITY, AND COMPETENCE 

Data error is a challenge to the integrity of AI appli-
cations. If there are any algorithmic inaccuracies 
and/or biases, false clinical decisions could be made 
and result in harm to patients/clients. This in turn 
can impact professional liability [4]. Hallucinations 
are relatedly common with most AI applications; 
these events occur when AI software misperceives 
patterns that are do not exist, and it then produces 
nonsensical, inaccurate, and fabricated data and 
outcomes [63]. Ultimately, hallucinations can result 
in misdiagnoses, medical errors, inaccuracies in 
medical documentation, and data inaccuracies, lead-
ing to faulty and potentially harmful conclusions 
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[54]. The following strategies may be incorporated 
in order to build trust and mitigate the impact of 
AI hallucinations [54]:

• Continual validation and evaluation 
of AI-powered platforms to detect 
hallucinations and employ diverse  
datasets 

• Human oversight by healthcare and  
mental health professionals to review  
AI results to ensure clinical accuracies

• Provide training and continuing  
education to practitioners about the  
use of AI

• Delineate explainable and transparent 
AI models and protocols so practitioners 
understand how AI algorithms are  
developed

• Establish ethical and legal governance 
committees to provide oversight

Questions about liability may arise with the involve-
ment of AI, including who or what is liable and 
accountable for outcome(s) [4; 54]. Because AI 
is new and developing quickly, many health and 
mental healthcare professionals have not been fully 
trained on how to utilize AI nor are they fully aware 
of the latest evidence-based practice guidelines [55]. 
This raises the ethical issue of professional compe-
tency. The heart of clinical decision-making and 
judgment have traditionally revolved around the 
expertise of the professional, and a shift to an AI 
“expert” system requires practitioners to be fully 
trained and feel competent and comfortable with 
the operation of AI systems [26]. Practitioners who 
are interested in using AI in their clinical practice 
may refer to the Association for the Advancement of 
Artificial Intelligence (https://aaai.org) for guidance 
and to keep up to date on new developments [55]. 

OVER-RELIANCE ON AI AND PERCEPTION 
OF CLIENT/PATIENT ABANDONMENT

On a macro level, some have argued that overreliance 
on AI tools in health and mental health can result in 
practitioners becoming complacent in continuing to 
build and enhance their skills [62]. In other words, 
this could ultimately lead to the de-skilling of the 
health and mental healthcare workforce [62]. Some 
providers may also feel pressure to follow AI recom-
mendations, instead of using the AI recommenda-
tions to supplement their clinical judgment [64].

On a micro level, patients/clients whose providers 
use AI extensively may feel that their practitioners 
are abandoning them [55]. While chatbots can offer 
immediate support, some patients/clients will prefer 
direct human interaction that cannot be obtained 
from a bot. At the heart of the provider-patient/
client relationship is human empathy, conveyed 
through verbal and nonverbal communication and 
human interaction. Ultimately, AI does not have 
emotional intelligence to employ clinical wisdom, 
intuition, and empathy [27]. An over-reliance on 
AI can lead to an impersonal and dehumanizing 
experience for patients/clients [64].

COLLABORATION BETWEEN 
PRACTITIONERS AND AI

Some are skeptical of the use of AI in the health and 
mental health fields, and others are wholly enthu-
siastic. The reality is that optimal outcomes will 
come from a partnership of AI and practitioners. 
In an ideal world, AI would serve as a complement 
to humans, enhancing and supporting clinical 
decision-making but with practitioners providing 
oversight [29]. The American Medical Association 
coined the term “augmented intelligence” to refer 
to the ideal relationships between humans and AI 
applications [36]. The following ideal outcomes can 
result from an AI partnership with practitioners 
[27]:
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• Combined insights to better understand  
the needs of the patient/client

• Timely interventions, with the practitioner 
providing oversight to ensure the 
interventions are tailored to specific needs 
and handle new issues that emerge real time

• Combined AI efficiency and practitioner 
empathy help to promote patient/client  
trust

• Reduce diagnostic errors by combining 
precision from AI and clinical wisdom  
and intuition of the practitioner

• Improved ethical decision-making by the 
AI objective analysis with the practitioner’s 
experience, wisdom, and insights

However, this partnership is still tenuous. Some 
research indicates that team members’ sense of trust 
does not necessarily grow over time in human-AI 
teams (HATs or HAIT) [65]. Incorporating AI team 
members does not necessarily enhance communica-
tion and coordination, perhaps because human team 
members have excessively high of expectations of AI 
team members. Alternatively, human team members 
may lack the training and understanding necessary 
for clear and optimal communication and collabora-
tion with AI team members [65]. Ultimately, more 
training and continuing education are needed to 
improve the relationship between AI and practitio-
ners and to explore how specific skills can merge 
and complement each other [27]. 

CONCLUSION

The technology of AI is growing at a rapid pace, and 
it can be difficult to keep up. While many remain 
skeptical and mistrustful of the application of AI 
in day-to-day life, practitioners in the health and 
mental health fields are called on to recognize that 
AI will continue to be a part of the professional 
landscape. In order for a positive synergistic rela-
tionship to develop between AI and practitioners, 
practitioners require an understand of AI systems 
and an opportunity to take part in AI-powered clini-
cal decision-making, rather than passive relegation 
of clinical practice to AI. All professionals should 
feel empowered to take control and supervise AI 
systems. Future research is needed to evaluate the 
effectiveness of AI driven assessments, diagnoses, 
treatments, and interventions, so there is a larger 
body of evidence-based practice evidence. 
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